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“They should stop training radiologists 
now. It’s just completely obvious within 
five years that deep learning is going to 
do better than radiologists. It might 
take ten years, but we’ve got plenty of 
radiologists already. I said this at a 
hospital, and it didn’t go down too well.”

— Geoffrey Hinton, Toronto, 2016

When scientists go to marketing…

Source : < https://www.youtube.com/watch?v=2HMPRXstSvQ&t=2s >
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Wiser than « Yogi » Berra?

 « It’s tough to make predictions, especially 
about the future. »

 « In theory, there is no difference between 
theory and practice. In practice, there is. »

Lawrence Peter Berra, 1935-2015
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3 classes :
 - ATTR : amylose cardiaque
 - CH : autres maladies 
 - Contrôle

8 grandeurs d’intérêt (gold standards) :
 - fraction d'éjection du ventricule gauche
 - masse du ventricule gauche
 - 5 paramètres de perfusion du tissu cardiaque
 - volume extra cellulaire 

Being Geoffrey Hinton…
Classification and automatic indexing of medical images: 
a typical machine learning task…
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The road to wisdom…

Source: The Guardian, May 2, 2023 Source: Google Scholar, July 2023

Toronto 
statement

Turing Prize
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Source : Agarwal et al. (2023). Combining Human Expertise with Artificial 
Intelligence: Experimental Evidence from Radiology∗, Preprint, MIT.

The scientific response to the Toronto statement

« Using an experiment on professional radiologists that varies 
the availability of AI support and contextual information, it is 
shown that 
(i) providing AI predictions does not uniformly increase 
diagnostic quality, and 
(ii) providing contextual information does increase quality.

The results also show that, unless the mistakes the authors 
document can be corrected, the optimal solution involves
delegating cases either to humans or to AI but rarely to a 
human assisted by AI. »
 



AI and ethics
(following slides are courtesy of Theodoros Evgeniou) 
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1. AI is unlike other technologies – in what ways?

2. It is essential to consider human factors when developing AI

3. Many frameworks and tools to manage AI risks are under development – this 
is a very rich area for research and innovations 

 It is essential to align regulations with key characteristics of AI

Key Points about the challenges of AI adoption
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1. It makes (increasingly complex) decisions (unlike other technologies)
2. No 100% accuracy: by nature it makes mistakes (for sure)
3. Large Scale: small errors can multiply to major risks or impact
4. Continuous Learning: what you have tomorrow is not what you have today!
5. Evolving environment: AI models typically have a lifetime
6. New vulnerabilities: adversarial attacks, lack of robustness, cybersecurity
7. Challenging accountability: complex multi-component systems, data 

complexities, multi-party, open source, etc.
8. Ethical issues: Fairness, Accountability, Transparency (the FAT Model)
…

What makes it risky…
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-Application-level
 Performance risk
 Security risk
 Control risk
-Business and National-level
 Enterprise risk
 Economic risk
 Societal risk

+Mankind level ?

AI risks
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1. AI risks

2. Human factors when developing AI

3. Frameworks and tools to manage AI risks

Key Points about the challenges of AI adoption
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Beware of Explainable AI – Human Factors

1. Lack of robustness of explanations may harm 
trust

2. Risk of overconfidence – and risk taking
3. Risk of narrative fallacy
4. … but not all users are the same



© T. Evgeniou, INSEAD

Human Factors example
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Explainable AI: Not a one (algo) size fits all
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Explainable AI: Not a one (algo) size fits all
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1. AI risks

2. Human factors when developing AI

3. Frameworks and tools to manage AI risks

Key Points about the challenges of AI adoption
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Emerging tools and processes

1. Software Toolkits

2. Documentation tools and frameworks

3. Auditing of AI Systems

4. Standards and Certification

5. Monitoring over the AI Lifecycle
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Components of an AI system
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Good practices and AI lifecycle: the case of the FDA
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IBM Factsheets

Aequitas

IBM Fairness 360

Some example tools to manage AI risks

https://aifs360.res.ibm.com/
http://aequitas.dssg.io/
https://aif360.res.ibm.com/


Back to radiologists…
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